
C
ER

N
-T

H
ES

IS
-2

01
9-

12
0

//
20

19

Influence of Wrapping on the Light Output of BGO

Till Dieminger & Ronan Schwarz

Semester project in the group of Prof. G. Dissertori
Supervised by Dr. Francesca Nessi-Tedaldi

September 17, 2019

Abstract. We measured the e�ect of 14 di�erent wrapping materials on the light output
and energy resolution of a Bismuth Germanate scintillating crystal. Most of the wrappings in-
creased the light output signi�cantly with respect to the bare crystal. Using 3M Vikuiti™ ESR
foil, we achieved almost triple the light output of the unwrapped crystal.
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I Introduction

Scintillators are a vital part of todays detectors, used in
many areas from particle physics to modern medicine.
They are used to detect ionising radiation, since they trans-
form a high energy photon into a shower of low energy pho-
tons, conveniently measurable by photomultiplier tubes or
avalanche photo diodes. The main working principle of
scintillators is the ionisation of atoms in the crystal. The
resulting free electrons then are captured by so-called scin-
tillation centers, emitting a photon [1].

Many treatments of cancer require a precise map of the
tumor’s position and size. This can be achieved using
positron emission tomography. In this method, a radioac-
tive tracer, often Fluorine-18, is introduced into the body.
The tracer accumulates in the cancer cells and decays under
emission of a positron, which annihilates with an electron
from the surrounding tissue. This annihilation produces
two back-to-back photons with a characteristic energy of
511keV. Registering this radiation with two detectors gives
information on the position of the annihilation and there-
fore also on that of the tumor. For this, an accurate and
precise measurement of the energy, as well as the time de-
lay of the incoming photons is needed. This is often done
using scintillating crystals.

One of the commonly used scintillators for this applica-
tion is Bismuth Germanate (BGO). Its light yield, i.e. the
number of emitted photons per keV of the incoming ra-
diation, is relatively high. However, the light yield cannot
be fully exploited, since most of the emitted light escapes
through the sides of the crystal, lowering the e�ective light
output of the crystal towards the photo detector. To in-
crease the light output with respect to the light yield, one
can wrap the crystal in di�erent materials to guide the light
into the detector.

In our experiment, we used standard materials like pa-
per or Tyvek® [2] for this purpose, but also some more
exotic materials like Polytetra�uoroethylene (PTFE), or
Vikuiti™ foil from 3M [3], which already is used for PET
scanners [4]. We found that most materials lead to a signif-
icant increase of the light output. Of the materials we stud-
ied, Tyvek®, aluminised Mylar®, PTFE and Vikuiti™ de-
livered the best results. We used a Sodium-22 source for our
measurements, which decays mainly through a β+ transis-
tion, similar to the previously mentioned Fluorine-18, see
appendix A.1.

Scintillation

A scintillator is a material in which the energy loss of an ion-
ising radiation is emitted in the form of low energy photons,
preferably in a wavelength range detectable by the PMT
used. For this, the scintillator needs to contain luminescent
centres, for example doping ions or lattice defects [5].

The incoming ionising radiation excites the electrons
from the occupied valence band into the conduction band.
For each of these interactions, an electron–hole pair is cre-
ated. If the energy of the radiation is high enough to reach
this ionisation threshold, we have free carriers which will
move randomly in the crystal until they are absorbed by a
defect or recombine on a luminescent centre. The photons
resulting from these interactions need to have an energy in
the band gap, to avoid reabsorption of the emitted light.

Bismuth germanate (BGO, Bi₄Ge₃O₁₂) is a crystal which
exhibits scintillation properties. The emitted light has a
wavelength of 300−600 nm with a maximum at 480 nm.
Its decay time is approximately 350 ns. Its primary advan-
tages are a high light yield of around 8500 photons per MeV
and the high energy resolution. The light output has a tem-
perature dependence of around −1.2% per Kelvin, while
centered at 300 K. A further advantage is the high trans-
parency of BGO for visible light [6].

II Set-up and methods

II.1 Measuring set-up

For our measurements we used two photomultiplier tubes
(PMT) – one with our BGO crystal [7], and a smaller
one equipped with a YSO (Y₂SiO₅:Ce) scintillator [8]–
mounted back-to-back without any optical couplant, to
maximize reproducibility of the placement. The BGO crys-
tal was placed directly on top of the PMT window. About
4 cm above this crystal, we placed a Sodium-22 source (see
appendix A.1), and another 4 cm above it, we positioned
the YSO crystal of the second PMT. To reduce noise in
the measurements, we exploited the fact that the two pho-
tons of the annihilation are back-to-back. We placed the
two detector signals in coincidence, giving us the possibil-
ity to trigger only on the annihilation events. In the energy
spectrum we therefore would expect a dominant peak at
511 keV, as well as a suppressed one at 1786 keV, since the
probability for simultaneous passing of both a 511keV and
the 1275 keV photon through the BGO is small. Anyhow,
there still is accidental triggering, such that we also measure
only the 1275 keV photon, though this also is suppressed.
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Figure 1: The setup we used for measurements and data acquisition.
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The last dynode of the main PMT was coincided with the
signal of the secondary PMT using an AND gate [9]. To
trigger the counting, the signals passed a discriminator be-
forehand, which singled out signals above a certain thres-
hold [10].

Since the data acquisition backend needs to have �nished
with the previous data processing, we furthermore corre-
lated its state with the PMT coincidence signal using a sec-
ond AND gate. The output of this logic unit then triggered
a precise gate generator opening a gate for the main PMT’s
anode signal integration.

This anode was connected to an integrating 10-bit ADC
[11] via a delay line, to compensate for the time lag intro-
duced by the logic units and discriminator. We also needed
to consider the e�ective opening and closing times of the
ADC. These are given by the manufacturer as 2 ns each.
Since the maximal time delay that the manufacturer indi-
cates for an accurate measurement is 500 ns and we inte-
grate over 1000 ns, the 4 ns introduced due to the opening
times is below the relevant timescale. We furthermore in-
troduced an attenuator in order to scale the signal to the
dynamic range of the ADC, which was 256 pC.

The backend was a custom LabVIEW® environment for
the Wiener CC-USB Crate Controller[12], which we used
to house our data acquisition set-up. A depictation of our
set-up is shown in �gure 1.

The BGO we used for our measurements was produced
by the Shanghai Institute of Ceramics in the 1980’s as a
prototype for the L3 detector at the LEP [13]. It measures
29mm×26mm×31mm with the e�ective side facing the
PMT window being 29 mm×26 mm.

To wrap this scintillating crystal, we used standard
household – as well as a heavier – aluminium foil, nor-
mal printer paper, Tyvek®, PTFE and polyvinyl chloride
(PVC) tape, the alveolar structure used in the CMS experi-
ment to house the Lead Tungstate crystals [14], aluminised
Mylar® and 3M Vikuiti™ ESR foil. For the aluminium
foils, which had a thickness of 5 µm and 18 µm respec-
tively, we used both, the shiny and the matt side. We fur-
thermore used the same foil just crumpled up. For each ma-
terial, we formed a cap covering the whole crystal except for
the ground side, which faced the PMT window. For the
Vikuiti™ foil, we cut 5 pieces which we placed on the sides
of the crystal using a cap made out of Tyvek®. We used
both, the intended front side, as well as the back side of the
foil. Since the Mylar® foil was slightly translucent, we used
two layers of it for the wrapping of the crystal, to prevent
any light loss.

Parameter Value

Threshold BGO 11.1(1) mV
Threshold YSO 20.0(1) mV
Voltage BGO 2305(1) V
Voltage YSO 1100(1) V
Gatewidth 1000 ns
Attenuation 19−26 dB

Table 1: The optimised detector and DAQ settings used
during the measurements.
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Figure 2: Peak position versus discriminator threshold
value.

II.2 Optimisation

We needed to optimise several parameters of our setup prior
to data taking: The discriminator threshold voltages, the
gate width of the gate generator, the attenuation and the
operating voltages of the PMTs. We chose the voltages of
the two PMTs such that a signi�cant signal could be seen.
We did not see any signi�cant e�ect of the threshold on the
peak position nor the resolution (see �gures 2, 3). How-
ever, a lower threshold led to the accumulation of noise in
the lower part of the spectrum, while a higher threshold re-
duced the rate signi�cantly. In �gure 4, we depicted this sit-
uation: Figure 4a shows a measurement taken with a rather
low threshold. At the lower end of the spectrum a lot of
noise accumulated, which lacks in the high threshold mea-
surement shown in �gure 4b. We therefore set it to around
11mV, where we had low noise and still had a sensible rate.

On the other hand, we saw a strong e�ect on the inte-
grated current for gate widths up to 1000 ns (see also �g-
ure 5). This can be explained considering the time constant
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Figure 3: Spectral resolution versus discriminator threshold
value
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(a) A low threshold measurement at 6 mV.
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(b) A high threshold measurement at 14 mV.

Figure 4: ADC spectrum for two di�erent discrimination
threshold values.
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Figure 5: The dependence of the 511keV peak position on
the ADC integration gatewidth.

of BGO, which is about 350 ns [5]. After three time con-
stants, 1−e−3 ≈ 95% of the scintillation light was emitted.
Therefore the integrated current plateaus for even higher
gate widths. These, however, would have resulted in a bet-
ter spectral resolution, but also would have increased the
occurrence of signal pile-up. As a compromise we set the
gate width to a value of 1000 ns, where the peak position
began to plateau with respect to the gate width. This indi-
cates that we indeed detetected a huge majority of the pho-
tons.

The attenuation was chosen dependend on the experi-
ment. For the bare crystal, we used 19 dB, while for the
wrappings, we used 26 dB. The �nal optimisation parame-
ters used can be seen in table 1.

II.3 Reproducibility

To quantify the reproducibility of the results, we repeated
a measurement of the energy spectrum without any wrap-
ping several times, each of them with 250 000 counts. Be-
tween the runs, we opened the PMT light-tight cover, re-
moved the crystal, put it back and sealed the tube again,
in order to mimic the wrapping procedure. Like in the
later measurements, we used a stencil to place the crys-
tal as close as possible to the original position. The nine-
measurement series indicates a relative systematic error of
about 2%. This is about what we have expected from a relo-
cation of the crystal. The temperature-corrected positions
of the 511 keV peaks for each run are depicted in �gure 6,
where we corrected the values for the dependence of BGO’s
scintillation light yield on temperature, which is−1.2%K−1
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Figure 6: The 511 keV peak position for each of the runs
for the reproducibility study. We normalised the data to a
temperature of 18 ◦C.

at room temperature [1]. Therefore – respecting the rela-
tive systematic error of 2% – the results are reproducible.

III Results

III.1 Energy spectrum

In �gure 7, a measurement of the energy spectrum of our
Sodium-22 source taken without a wrapping of three mil-
lion counts over 15 hours is shown. We clearly have a dom-
inant peak, and since we triggered on back-to-back events,
we can identify it with a 511keV photon resulting from the
electron – positron annihilation. Using this identi�cation
and assuming it to be linear, we thus had a correspondence
between ADC channels and energy. The results justify this
assumption, as the data �ts the expected peak energy values,
which are depicted by the blue lines in �gure 7.

The measured peak positions plotted against the energy
identi�cation of the peaks is shown in �gure 8. Again,
we have an almost perfect linear dependence which further
consolidates the identi�cation made. In principle, the cor-
respondence between ADC channels and energy should be
proportional. We have, however, a signi�cant positive o�-
set, i.e. the ADC channel zero corresponds to a �nite energy
of about 100keV. This might be due to insu�cient energy
containment, which would result in measuring fewer pho-
tons than we would have in an array of crystals.
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Figure 7: The recorded energy spectrum without wrap-
ping. We have dominant peak at 511 keV and two other
peaks, shown in an enlarged view, which are highly sup-
pressed. The blue lines mark the expected peaks at 511keV,
1275 keV, and 1786 keV.
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Figure 9: The measured PMT charge yield of the three
peaks for each material. The dotted lines are linear �ts.

III.2 Wrapped light output
For each material, we measured an energy spectrum with
3 million counts in total, resulting in about 15 hours of
data taking. A comparative plot of the positions of the
three identi�ed peaks for the di�erent wrapping materials
we used is shown in �gure 9. Most of the materials we stud-
ied were quite similar in terms of charge yield at the PMT
anode, which corresponds directly to the light output. In
�gure 10, the relative light yields with respect to paper, as
extracted from the linear �ts, are shown.

Outstanding results were achieved with the 3M
Vikuiti™ foil, which has a mirror-like, very re�ective sur-
face. The front side is stated to be slightly more re�ective
than the back side [3], but we achieved considerably higher
light outputs with its back side. The next best wrappings
were PTFE and Tyvek®, both very white, di�use surfaces.
Similarly, standard white paper delivered a good light
output. We also tested aluminised Mylar® foil, which –
like Vikuiti™ – has a very re�ective, mirror-like surface.
However, it did not perform as good as the 3M foil, but
rather achieved results not signi�cantly di�erent from
those of Tyvek®.

For the aluminium foils we obtained the best results with
the slightly heavier version, where the matt side resulted in
a slightly higher light output. While the shiny side of the
lighter aluminium foil delivered comparable results to that
of the heavier one, its matt side was one of the worst wrap-
pings we studied in terms of light output. We furthermore
crumpeled up the lighter foil to increase its di�usivity, but
this resulted in light outputs comparable to the the crystal
without any wrapping. We therefore did not include the
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Figure 10: The light yields of all the materials we studied, as
extracted from the linear �ts of the three peaks. The values
are relative with respect to a paper wrapping.

respective data in �gure 9 for clarity.
Also tested, but also not included in the plot was self-

sticking white PVC tape. We wanted to reduce the total
re�ection in the crystal by applying the tape directly on its
surface. However, it gave virtually the same results as the
matt side of standard household aluminum foil.

We furthermore wrapped the crystal in the material from
which the alveolar structure holding the PbWO₄ crystals
in the ECAL of the CMS detector was made. This led
to a light output comparable to the heavy aluminium foil.
Hence it was in the middle range of the materials studied.

III.3 Energy resolution for wrapped BGO

We also considered the in�uence of wrapping on the energy
resolution of the scintillator, which is of great importance
in many applications. In �gure 11, we have a plot of the
charge yield as extracted from the linear �ts, plotted against
the resolution for each material. The data shows a negative
correlation between those two: For a material with higher
charge yield, we also have sharper peaks. This was to be ex-
pected, as a higher light output increases the total charge
yield for each peak, but should not broaden the peak itself.
However, some materials with similar light outputs seem
to di�er slightly in their resolutions, for example Paper and
the matt side of the heavy aluminium foil, or Tyvek® and
the aluminised Mylar®. Respecting the errors we assessed
on the other hand, this di�erence is not signi�cant.

As before, the back side of the Vikuiti foil™ performed
best. Its resolution of 5−6% is about twice as good as for
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Figure 11: The charge yield plotted against the mean energy
resolution. As we have three peaks with known energies, we
calculated the arithmetic mean of their resolutions for each
material. We calculated the mean of these.

the unwrapped crystal. The other materials all resolved the
energy spectrum with about 6−8%, which is also consid-
erably better than the bare crystal.

Again, we omitted the data for the crumpled aluminium
foil as well as the self-sticking PVC tape in the �gure for
more clarity.

III.4 Interpretation

The highly re�ective Vikutiti™ foil shows the best results,
since virtually all light escaping the crystal is re�ected back;
almost none is absorbed by the foil. BGO is very transpar-
ent for its own scintillation light, resulting in nearly no de-
crease in intensity at all. After few re�ections, the light will
enter the photo detector with a comparable intensity to that
it originally had. This causes the high light output observed
in the measurements.

The very di�usive materials like PTFE and Tyvek® also
have a strong e�ect on the light output. Even though they
are not as re�ective as Vikuiti™, a certain part of the escap-
ing photons is always scattered towards the PMT. This in-
creases the light output signi�cantly. The di�usive materi-
als we used were Tyvek®, Paper, PTFE and PVC tape. Since
PTFE is the most di�usive of these four, we expected it to
perform the best, as we indeed have seen in our measure-
ments. Similarly, the very di�usive Tyvek® also delivered a
comparably high light output. The less di�usive paper and
PVC performed considerably worse.

The perfomance of the aluminium foils is highly depen-
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Figure 12: The result of our �tting routine using ROOT
and the code in appendix B on the data of the backside of
the 3M Vikuiti ™. The plots show clockwise the pedestals,
the 511keV, the 1275keV and the 1786keV peak. The red
lines are the �tted curves.

dend on the smoothness of their surface. For the heavier,
smoother aluminium foil, we have a light output similar to
that of paper. Even though aluminium is re�ective, its re-
�ectivity is not su�cient to guide the light into the photo
detector: A high portion of the photons are absorbed by
the material, resulting in a lower intensity of the re�ected
ones. It is also not di�usive enough to distribute the light
evenly through the whole crystal, like PTFE and Tyvek®
have. Anyway, both e�ects are still present, and their sum
leads to a considerable bene�t compared to the bare crystal.
For the CMS alveolar structure, consisting out of an alu-
minised carbon �ber structure, we have a similar situation:
The aluminium re�ects some of the light, while the carbon
�ber structure absorb a considerable amount. This leads to
a performance slightly worse than that of paper.

We originally crumpled the aluminium foil to increase
its di�usivity. However, it performed worse than all of the
other materials, its matt side not being signi�cantly di�er-
ent from no wrapping at all. The reason is that some of the
light gets re�ected into the creases, where it will escape only
with a heavily reduced intensity, as the re�ectivity of the
foil was not very high. The matt side of the crumpled alu-
minium foil therefore absorbed almost all of the light, while
its specular side achieved a performance slightly worse than
that of the PVC tape. This makes the crumpled aluminium
the worst material we studied in terms of light output.
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IV Data analysis

For the data analysis we used ROOT and Python. The
spectrum was �tted with the ROOT routine shown in ap-
pendix B. From these �ts we extracted the peak positions
and standard deviations, an example for which can be seen
in �gure 12. These values then were further analysed with
the standard Python modules NumPy and SciPy, while for
the error propagation we used the package uncertainties.
We used the pseudo-inverse from uncertainties for the lin-
ear �ts, which corresponds to the least square method. It
also allowed us to compute errors for the �tting parameters.
As discussed in appendix A.4, the systematic error resulting
from the peak shift due to the Compton edge is neglible
compared to the errors introduced by the �tting rootine.
Further, concentrating on the right hand side of the gaus-
sian peak, we could avoid the problem of the peak shift.
This is because the Compton edge altered predominantly
the left hand side of the peak. The systematic errors due to
the inconsistency of the crystal placement on the PMT is
discussed in II.3. We created the all images with Inkscape,
while we utilised matplotlib for our plots.

V Conclusion

We studied the in�uence of wrapping on the light out-
put, as well as on the energy resolution of a BGO scin-
tillating crystal. The best performance was achieved us-
ing the 3M Vikuiti™ foil, which almost tripled the light
output and halved the energy resolution with respect to
the unwrapped crystal. More common wrapping materials
like PTFE, Tyvek® and Mylar® also resulted in a consid-
erable improvement of the scintillation properties: They
doubled the light output, and achieved an energy resolu-
tion of 6−7% (as opposed to ∼ 10% without wrapping).

There seemed to be no preference for di�usive or re�ec-
tive surfaces, as both the very white, di�usive and the highly
re�ective surfaces – namely PTFE and Tyvek® respectively
Vikuiti™ and Mylar® – considerably improved the scin-
tillating light output and energy resolution. However, the
extremely re�ective Vikuiti™ foil performed best by a clear
margin.

Further improvements could be achieved using an array
of crystals to guarantee energy containment, which would
result in an even better resolution.
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Figure 13: The decay scheme of ²²Na [15]. The dominant
decay is into an excited ²²Ne state, which decays into the
ground state under emission of a 1275keV photon. The de-
cay directly into the ground state is possible, but extremely
suppressed, as it is a ∆J = 3 transition.

A Appendix

A.1 Radioactive source

We used a ²²Na source with an activity of about 22 kBq.
This isotope has a half life of 2.60a and decays dominantly
either by β+-decay or electron capture into an excited ²²Ne
state, which decays into the ground state under emission
of gamma radiation, as can be seen in the term scheme
(�g. 13). In the case of theβ+-decay, one would register two
back-to-back 511keV photons due to the positron annihila-
tion, as well as a 1275keV photon resulting from the decay
into the ground state. Another possible decay is aβ+-decay
directly into the ground state of ²²Ne, such that only the
two 511keV annihilation photons can be measured. How-
ever, this decay is highly supressed, as it involves an angular
momentum change of ∆J = 3.

A.2 Radiation protection
To estimate our radiation exposure, we calculated the am-
bient dose equivalent rate Ḣ∗

10(r ) using the formula

Ḣ∗
10(r ) = A ·ΓH∗

r 2 ,

where A is the activity of the source, r the distance, and
ΓH∗ the ambient dose equivalent rate constant, which is
0.333 nSv m2 kBq−1h−1 in the case of ²²Na [16]. We fur-
thermore measured it using a dose rate metre. The results
are listed in table 2. If we assume working at a distance of
30 cm to the source most of the time, our radiation expo-
sition is comparable to the natural radiation background,
which lies between 80 and 190 nSv/h in Genève [17].

Distance Ḣ∗
10, calculated Ḣ∗

10, measured

10 cm 733 nSv/h 590 nSv/h
20 cm 183 nSv/h 190 nSv/h
30 cm 81 nSv/h 112 nSv/h

Table 2: Measured and calculated ambient equivalent dose
rates for ²²Na in various distances.

The intensity of gamma radiation in matter is attenuated
according to

I = I0 e−ρd/λ,

where ρ is the material’s density, d its thickness, and λ is
the attenuation length. In the case of lead, which we used
for radiation protection, it is λ≈ 6g/cm2 for 511keV, and
λ ≈ 15 g/cm2 for 1275 keV photons [1]. Our 5 cm lead
bricks would therefore reduce the intensity of the 511 keV
and 1275 keV photons to 0.79% and 2.28% respectively.
This is su�cient for a reduction of our radiation exposure
to less than 1% of the natural background.

A.3 Photomultiplier tube

A photomultiplier tube (PMT) is a measurement device for
the detection of photons, mostly from the visible part of
the electromagnetic spectrum. Its main working principle
is the multiplication of a single photo electron using sec-
ondary emission. The PMT used consisted out of a bialkali
coated photocathode and several dynodes at di�erent po-
tentials. A photon enters the PMT through the window,
resulting in a single photo electron emmision. This elec-
tron then is focused and accelerated towards the �rst dyn-
ode. Hitting the dynode, the electron releases several (k)
secondary electrons. These are then accelerated towards the
next dynode where, through the same mechanisms, they
are again multiplied (see �g. 14). After n dynodes, we get
kn electrons leading to a measureable current at the anode.
If the PMT’s gain is known, integrating this current for a
speci�c event gives the number of photoelectrons which is
proportional the light output of the scintillator. To get the
light yield of the scintillator, one needs to correct this data
for the quantum e�ciency of the PMT and the geometrical
solid angle, the PMT covers of the scintillator.

A.4 Estimation of Compton background

For a crude estimate of the systematic error on the peak po-
sition due to the underlying Compton edge, we modeled it
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emits several low energy photons, which result in the emis-
sion of photo electrons at the photo cathode. These get
multiplied using a series of dynodes, and then registered as
a current at the anode.
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Figure 15: The shift of the peak position as a function of
the (a) hardness β and (b) position a (for the worst case β)
of the Compton edge. Even in the worst case scenario, the
peak is shifted less than 20% of the standard deviation.
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using a Fermi function

1

eβ(x−a) +1
.

We furthermore used a standard Gaussian A e−x2/2σ2 to
model the peak. We estimated the amplitude of the Comp-
ton background to about 5% of the peak’s height, which
matches our data for the 511 keV peak.

The peak shift due to a Compton edge at a = 0 in depen-
dence of the sharpness β is shown in �gure 15a. It peaks at
aboutβ= 13, where the shift is not quite 12%. In this worst
case scenario, we calculated the e�ect the relative position
a of the edge on peak position, as shown in �gure 15b. As-
suming the case where the peak shift is maximal, the sys-
tematic error is still below 20% of the standard deviations.
Compared to our other errors, for example due to �tting of
the peak, this is relatively small. Therefore, we concluded
that the e�ect of the Compton background is neglible.

B Code for fitting

1 // F. Nessi, rev. November 2018
2 // rev. June 2019 by
3 // T. Dieminger, R. Schwarz
4 // ROOT version of hisana.kumac.
5 // For analysis of spectra from
6 // LeCroy 2249A, 2038 lines ASCII,
7 // header, 1024, ped data, 1024,
8 // spectrum data
9

10 #include "TSpectrum2.h"
11 #include "TRandom.h"
12 #include "TH2.h"
13 #include "TF2.h"
14 #include "TMath.h"
15 #include "TROOT.h"
16 #include <TFile.h>
17 #include <TNtuple.h>
18 #include <TH2.h>
19 #include <TProfile.h>
20 #include <TCanvas.h>
21 #include <TFrame.h>
22 #include <TROOT.h>
23 #include <TSystem.h>
24 #include <TRandom3.h>
25 #include <TBenchmark.h>
26 #include <TInterpreter.h>
27
28 void hisana1024_v6()
29 {
30 gROOT->Reset();
31 gROOT->SetStyle("Plain");
32 gStyle->SetOptStat(1002201);
33 gStyle->SetOptFit(1111);
34
35 const int nchan=1024;
36 int i=0;
37 const int fdata=2060.;
38 float f1min=10.;
39 float f1max=100.;
40 float f2min=50.;
41 float f2max=150.;
42 Double_t f1entries=0.;
43 Double_t f2entries=0.;
44 Double_t f3entries=0.;
45 Double_t f4entries=0.;
46 Double_t Ped[nchan];
47 Double_t Spect[nchan];
48 Double_t SubSpect[nchan];
49 Double_t Raw[fdata];
50
51 Double_t x_value[nchan];
52 Double_t y_value[nchan];
53 Double_t x_value_err[nchan];
54 Double_t y_value_err[nchan];
55
56 int Sub_Ped;
57 float Cos_Fit;
58 TString answ = " ";
59 TString answ2 = " ";
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60 TString answp = " ";
61
62 int ntxtstr=0;
63
64 char txtstr[50];
65
66 //------------- Reading data from file
67 char hisname[100];
68 char filename[100];
69 char outname[]="fitresults.txt";
70 char str[] = "-268.14 Temperature_1(C)";
71 char string[] = "";
72 float Value;
73 cout <<
74 "Please ENTER the name of data file: ";
75 cin >> filename;
76 cout << filename << endl;
77 ifstream infileabs (filename,ios::in);
78 if(!infileabs.is_open()){
79 cout << "No inputfile to open!" << endl;
80 }
81
82 ofstream outfileabs (outname,ios::app);
83 if(!outfileabs.is_open()){
84 cout<<"No outputfile to open!"<<endl;
85 }
86
87 while(infileabs.good() && i<fdata){
88 // extract line into a string:
89 infileabs.getline(str,256);
90 sscanf(str, "%f %s", &Value, string);
91 Raw[i] = Value;
92 i++;
93 }
94 infileabs.close();
95
96 for(int z=0;z<fdata;z++){
97 if(z>=11 && z<=1034){ // Pedestal
98 Ped[z-11]=Raw[z];}
99 if(z>=1036){ // Spectrum

100 Spect[z-1036]=Raw[z];}
101 }
102
103 for(int z=0;z<nchan;z++){
104 x_value[z]=z;
105 }
106
107 // Introduce Variables for fitting range
108 int nped;
109 int nspect;
110 int nspectlow = 0;
111
112 for(int n=nchan-1; Ped[n]==0; n--){
113 nped = n;
114 }
115 for(int n=nchan-1; Spect[n]==0; n--){
116 nspect = n;
117 }
118
119 f1min = nped/3;
120 f1max = 2*nped/3;
121 f2min = nspect/4;

122 f2max = 3*nspect/4;
123
124 //---------- 1st Window: Pedestal
125 TCanvas *c1 = new TCanvas("c1","Graph",
126 0,0,1536,1152);
127 c1->Divide(2,2);
128 c1->cd(1);
129 TH1F *h301 = new TH1F("peds",filename,
130 1024,0.,1024.);
131 for(int z=0;z<nchan;z++){
132 h301->Fill(x_value[z],Ped[z]);
133 f1entries += Ped[z];
134 }
135 cout << "ped entries = "
136 << f1entries << endl;
137 h301->GetXaxis()->SetTitle("Channel");
138 h301->GetYaxis()->SetTitle("#");
139 h301->GetXaxis()->SetTitleOffset(1.0);
140 h301->GetYaxis()->SetTitleOffset(1.0);
141 h301->GetXaxis()->SetRange(0,nped);
142 // Define the fit function:
143 TF1 *f1
144 = new TF1("fit1","gaus",f1min,f1max);
145 f1->SetLineColor(2);
146 h301->Fit("fit1","R");
147 c1->Update();
148 gSystem->ProcessEvents();
149 Sub_Ped=f1->GetParameter(1);
150 cout << "Fitted pedestal value = "
151 << Sub_Ped << endl;
152 cout<< "Pedestal fit OK? [y/n]: ";
153 cin >> answ;
154 cout << "Answer = " << answ << endl;
155 if (answ!="y")
156 {
157 check0:
158 cout <<
159 "Manually select fitting range? [y/n]";
160
161 cin >> answ2;
162 if(answ2=="n"){}
163 else if(answ2=="y"){
164 cout << "Give upper bound: ";
165 cin >> nped;
166 h301->GetXaxis()->SetRange(0,nped);
167 }
168 else {
169 goto check0;
170 }
171 do
172 {
173 cout <<
174 "Give start value for pedestal fit: ";
175 cin >> f1min;
176 printf ("pedmin: %4.0f \n",f1min);
177 cout <<
178 "Give end value for pedestal fit: ";
179 cin >> f1max;
180 printf ("pedmax: %4.0f \n",f1max);
181 TF1 *f1 = new TF1("fit1","gaus",
182 f1min,f1max);
183 f1->SetLineColor(2);
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184 h301->Fit("fit1","R");
185// ("R" restricts the fitting range)
186 c1->Update();
187 gSystem->ProcessEvents();
188 Sub_Ped=f1->GetParameter(1);
189 cout <<
190 "Fitted pedestal value (rounded) = "
191 << Sub_Ped<<endl;
192 cout << "Pedestal fit OK? [y/n] ";
193 cin >> answ;
194 } while (answ!="y");
195 }
196 gSystem->ProcessEvents();
197
198 // 2. Window: Pedestal-subtracted Spectrum
199 for(int z=0; z<nchan-Sub_Ped; z++){
200 // Pedestal subtraction by spectrum shift:
201 SubSpect[z] = Spect[z+Sub_Ped];
202 }
203 for(int z=nchan-Sub_Ped; z<nchan; z++){
204 SubSpect[z] = 0;
205 }
206 c1->cd(2);
207 TH1F *h201 = new TH1F("spectrum",filename,
208 1024,0.,1024.);
209 for(int z=0; z<nchan; z++){
210 h201->Fill(x_value[z],SubSpect[z]);
211 f2entries += SubSpect[z];
212 }
213 h201->GetXaxis()->SetTitle("Channel");
214 h201->GetYaxis()->SetTitle("#");
215 h201->GetXaxis()->SetTitleOffset(1.0);
216 h201->GetYaxis()->SetTitleOffset(1.0);
217 h201->GetXaxis()
218 ->SetRange(nspectlow,nspect);
219
220 h201->SetFillColor(0);
221 h201->Draw("hist");
222 // fetch the integral of bin contents
223 Double_t hisentries = h201->Integral();
224 //Define the fit function
225 TF1 *f2
226 = new TF1("fit2","gaus",f2min,f2max);
227 f2->SetLineColor(2);
228 h201->Fit("fit2","R");
229 ntxtstr
230 = sprintf(txtstr,"entries = %7.0f",
231 hisentries);
232
233 TLatex latex;
234 latex.SetTextFont(42);
235 latex.DrawLatex(150.,10.,txtstr);
236 f2->Draw("same");
237 c1->Update();
238 gSystem->ProcessEvents();
239 Cos_Fit=f2->GetParameter(1);
240
241 cout << "Spectrum peak value = "
242 << Cos_Fit << endl;
243 cout << "Peak fit OK? [y/n ]: ";
244 cin >> answ;
245 if (answ!="y")

246 {
247 check:
248 cout <<
249 "Manually select fitting range? [y/n]";
250
251 cin >> answ2;
252 if(answ2=="n"){}
253 else if(answ2=="y"){
254 cout << "Give lower bound: ";
255 cin >> nspectlow;
256 cout << "Give upper bound: ";
257 cin >> nspect;
258 h201->GetXaxis()
259 ->SetRange(nspectlow,nspect);
260 }
261 else {
262 goto check;
263 }
264 do
265 {
266 cout << "Give start value for peak fit: ";
267 cin >> f2min;
268 printf("lower limit: %4.0f \n", f2min);
269 cout <<
270 "Give (dotted) end value for peak fit: ";
271 cin >> f2max;
272 printf ("upper limit: %4.0f \n",f2max);
273 TF1 *f2 = new TF1("fit2","gaus",
274 f2min,f2max);
275 f2->SetLineColor(2);
276 h201->Fit("fit2","R");
277 ntxtstr
278 = sprintf(txtstr,"entries = %7.0f",
279 hisentries);
280 h201->Draw("hist");
281 f2->Draw("same");
282 c1->Update();
283 gSystem->ProcessEvents();
284 Cos_Fit=f2->GetParameter(1);
285 cout << "peak value = "
286 << Cos_Fit << endl;
287 cout << "peak fit fit OK? [y/n]";
288 cin >> answ;
289 } while (answ!="y");
290 }
291
292 // Defining something, otherwise problemos
293 TH1F *h205
294 = new TH1F("spectrum, fit 2", filename,
295 1024.,0.,1024.);
296 float f3min;
297 float f3max;
298 TF1 *f3 = new TF1("fit3","gaus",
299 f3min,f3max);
300 Double_t hisentries2;
301 TLatex latex2;
302
303 TH1F *h207
304 = new TH1F("spectrum, fit 3",filename,
305 1024.,0.,1024.);
306 float f4min;
307 float f4max;
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308 TF1 *f4 = new TF1("fit4","gaus",
309 f4min, f4max);
310 Double_t hisentries3;
311 TLatex latex3;
312
313 check1:
314 cout << "Another plot? [y/n] ";
315
316 cin >> answp;
317 if (answp=="y"){
318 c1->cd(3);
319
320 for(int z=0; z<nchan; z++){
321 h205->Fill(x_value[z],SubSpect[z]);
322 f3entries += SubSpect[z];
323 }
324
325 //define limits
326 int nspect2low;
327 int nspect2;
328 f3min = 1.*nspect2low;
329 f3max = 1.*nspect2;
330 cout << "Give lower bound for 2nd plot: ";
331 cin >> nspect2low;
332 cout << "Give upper bound for 2nd plot: ";
333 cin >> nspect2;
334
335
336 h205->GetXaxis()->SetTitle("Channel");
337 h205->GetYaxis()->SetTitle("#");
338 h205->GetXaxis()->SetTitleOffset(1.0);
339 h205->GetYaxis()->SetTitleOffset(1.0);
340 h205->GetXaxis()
341 ->SetRange(nspect2low,nspect2);
342 h205->Draw("hist");
343 // fetch the integral of bin contents
344 hisentries2 = h205->Integral();
345
346 // Define the fit function
347 f3->SetLineColor(2);
348 h205->Fit("fit3","R");
349
350 ntxtstr=sprintf(txtstr,"entries = %7.0f",
351 hisentries2);
352 latex2.SetTextFont(42);
353 latex2.DrawLatex(150.,10.,txtstr);
354
355 f3->Draw("same");
356 c1->Update();
357
358 gSystem->ProcessEvents();
359 Cos_Fit=f3->GetParameter(1);
360
361 cout << "Spectrum peak value = "
362 << Cos_Fit << endl;
363 cout << "Peak fit OK? [y/n ]: ";
364 cin >> answ;
365 if(answ!="y")
366 {
367 check2:
368 cout << "Reselect range? [y/n] ";
369 cin >> answ2;

370 if(answ2=="n"){}
371 else if(answ2=="y"){
372 cout << "Give lower bound: ";
373 cin >> nspectlow;
374 cout << "Give upper bound: ";
375 cin >> nspect;
376 h205->GetXaxis()
377 ->SetRange(nspectlow,nspect);
378 }
379 else {
380 goto check2;
381 }
382 do
383 {
384 cout <<
385 "Give start value for peak fit: ";
386 cin >> f3min;
387 printf("lower limit: %4.0f \n",f3min);
388 cout <<
389 "Give end value for peak fit: ";
390 cin >> f3max;
391 printf ("upper limit: %4.0f \n",f3max);
392 TF1 *f3 = new TF1("fit3","gaus",
393 f3min,f3max);
394 f3->SetLineColor(2);
395 h205->Fit("fit3","R");
396 ntxtstr=sprintf(txtstr,"entries = %7.0f",
397 hisentries2);
398 h205->Draw("hist");
399 f3->Draw("same");
400 c1->Update();
401 gSystem->ProcessEvents();
402 Cos_Fit=f3->GetParameter(1);
403 cout << "peak value = "
404 << Cos_Fit << endl;
405 cout<< "peak fit fit OK? [y/n] ";
406 cin >> answ;
407 } while (answ!="y");
408 }
409 check3:
410 cout << "Another plot? [y/n] ";
411
412 cin >> answp;
413 if (answp=="y"){
414 c1->cd(4);
415
416 for(int z=0;z<nchan;z++){
417 h207->Fill(x_value[z],SubSpect[z]);
418 f4entries += SubSpect[z];
419 }
420
421 //define limits
422 int nspect3low;
423 int nspect3;
424 cout << "Give lower bound for 3rd plot: ";
425 cin >> nspect3low;
426 cout << "Give upper bound for 3rd plot: ";
427 cin >> nspect3;
428 f4min = 1.*nspect3low;
429 f4max = 1.*nspect3;
430
431 h207->GetXaxis()->SetTitle("Channel");
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432 h207->GetYaxis()->SetTitle("#");
433 h207->GetXaxis()->SetTitleOffset(1.0);
434 h207->GetYaxis()->SetTitleOffset(1.0);
435 h207->GetXaxis()
436 ->SetRange(nspect3low,nspect3);
437 h207->Draw("hist");
438 // fetch the integral of bin contents
439 hisentries3 = h207->Integral();
440 // Define the fit function
441
442 f4->SetLineColor(2);
443 h207->Fit("fit4","R");
444
445 ntxtstr=sprintf(txtstr,"entries = %7.0f",
446 hisentries3);
447
448 latex3.SetTextFont(42);
449 latex3.DrawLatex(150.,10.,txtstr);
450
451 f4->Draw("same");
452 c1->Update();
453
454 gSystem->ProcessEvents();
455 Cos_Fit=f4->GetParameter(1);
456
457 cout << "Spectrum peak value = "
458 << Cos_Fit << endl;
459 cout << "Peak fit OK? [y/n ]: ";
460 cin >> answ;
461 if (answ!="y")
462 {
463 check4:
464 cout << "Reselect range? [y/n] ";
465
466 cin >> answ2;
467 if(answ2=="n"){}
468 else if(answ2=="y"){
469 cout << "Give lower bound: ";
470 cin >> nspectlow;
471 cout << "Give upper bound: ";
472 cin >> nspect;
473 h207->GetXaxis()
474 ->SetRange(nspectlow,nspect);
475 }
476 else {
477 goto check4;
478 }
479 do
480 {
481 cout <<
482 "Give start value for peak fit: ";
483 cin >> f4min;
484 printf("lower limit: %4.0f \n",f4min);
485 cout <<
486 "Give (dotted) end value for peak fit: ";
487 cin >> f4max;
488 printf("upper limit: %4.0f \n",f4max);
489 TF1 *f4
490 = new TF1("fit4","gaus",f4min, f4max);
491 f4->SetLineColor(2);
492 h207->Fit("fit4","R");
493 ntxtstr=sprintf(txtstr,"entries = %7.0f",

494 hisentries3);
495 h207->Draw("hist");
496 f4->Draw("same");
497 c1->Update();
498 gSystem->ProcessEvents();
499 Cos_Fit=f4->GetParameter(1);
500 cout << "peak value = "
501 << Cos_Fit << endl;
502 cout << "peak fit fit OK? [y/n] ";
503 cin >> answ;
504 } while (answ!="y");
505 }
506 }
507 else if (answp=="n"){}
508 else {
509 goto check3;
510 }
511 }
512 else if (answp=="n"){}
513 else {goto check1;}
514
515 End:
516 // Here we want to apologize to all
517 // the people, who made it up to this
518 // point, for the excessive use of
519 // GoTos in this code.
520 outfileabs.setf(ios_base::right);
521 outfileabs.width(13);
522 outfileabs << filename;
523 outfileabs.setf(ios_base::right,
524 ios_base::fixed);
525 outfileabs.precision(4);
526 outfileabs.width(7);
527 outfileabs << f1->GetParameter(1);
528 outfileabs.width(7);
529 outfileabs << f1->GetParameter(2);
530 outfileabs.width(7);
531 //
532 outfileabs << " h201 ";
533 outfileabs.precision(7);
534 outfileabs.width(8);
535 outfileabs << f2entries;
536 outfileabs.width(6);
537 outfileabs << setprecision(4)
538 << f2min;
539 outfileabs.width(6);
540 outfileabs << setprecision(4)
541 << f2max;
542 outfileabs.width(9);
543 outfileabs << setprecision(5)
544 << f2->GetParameter(1);
545 outfileabs.width(8);
546 outfileabs << setprecision(3)
547 << f2->GetParError(1);
548 outfileabs.width(9);
549 outfileabs << setprecision(5)
550 << f2->GetParameter(2);
551
552 if (answp=="y"){
553 outfileabs << " h205 ";
554 outfileabs.precision(7);
555 outfileabs.width(8);

— 16 —



556 outfileabs << f3entries;
557 outfileabs.width(6);
558 outfileabs << setprecision(4)
559 << f3min;
560 outfileabs.width(6);
561 outfileabs << setprecision(4)
562 << f3max;
563 outfileabs.width(9);
564 outfileabs << setprecision(5)
565 << f3->GetParameter(1);
566 outfileabs.width(8);
567 outfileabs << setprecision(3)
568 << f3->GetParError(1);
569 outfileabs.width(9);
570 outfileabs << setprecision(5)
571 << f3->GetParameter(2);
572 outfileabs << " h207 ";
573 outfileabs.precision(7);
574 outfileabs.width(8);
575 outfileabs << f4entries;
576 outfileabs.width(6);
577 outfileabs << setprecision(4)
578 << f4min;
579 outfileabs.width(6);
580 outfileabs << setprecision(4)
581 << f4max;
582 outfileabs.width(9);
583 outfileabs << setprecision(5)
584 << f4->GetParameter(1);
585 outfileabs.width(8);
586 outfileabs << setprecision(3)
587 << f4->GetParError(1);
588 outfileabs.width(9);
589 outfileabs << setprecision(5)
590 << f4->GetParameter(2);
591 }
592 else if (answp=="n"){
593 outfileabs << " h205 ";
594 outfileabs.precision(7);
595 outfileabs.width(8);
596 outfileabs << f3entries;
597 outfileabs.width(6);
598 outfileabs << setprecision(4)
599 << f3min;
600 outfileabs.width(6);
601 outfileabs << setprecision(4)
602 << f3max;
603 outfileabs.width(9);
604 outfileabs << setprecision(5)
605 << f3->GetParameter(1);
606 outfileabs.width(8);
607 outfileabs << setprecision(3)
608 << f3->GetParError(1);
609 outfileabs.width(9);
610 outfileabs << setprecision(5)
611 << f3->GetParameter(2);
612 }
613
614 outfileabs << endl;
615 outfileabs.close();
616 c1->Draw();
617 char plotfilename[100];

618 cout <<
619 "Give plot file name to print: ";
620 cin >> plotfilename;
621 c1->Print(plotfilename,"pdf");
622 }

References
[1] M. Tanabashi et al. (Particle Data Group), Phys. Rev. D 98,

030001 (2018).

[2] Tyvek®, DuPont, Wilmington, 974 Centre Rd. DE 19805
U.S.A.

[3] Vikuiti™ Enhanced Specular Reflector, Application Guide-
lines, 3M Company, St. Paul, MN 55144-1000, U.S.A., 2003.

[4] W.H. Wong et al., Proc. IEEE Nuc. Sci. Sym. Conf. rec., Vol.
6, M9-63 (2004), pp. 3407-3411.

[5] Paul Lecoq et al., Inorganic Scintillators for Detector Systems,
Springer 2006.

[6] M.J. Weber and R.R. Monchamp, J. Appl. Phys. 44, 5495
(1973).

[7] Photomultiplier tube R1828-01, HAMAMATSU PHO-
TONICS K.K., Electron Tube Division 314-5, Shimokanzo,
Iwata City, Shizuoka Pref., 438-0193, Japan, 2010.

[8] Photomultiplier tube R1450, HAMAMATSU PHOTON-
ICS K.K., Electron Tube Division 314-5, Shimokanzo, Iwata
City, Shizuoka Pref., 438-0193, Japan, 1998.

[9] Mod. N405 3-Fold Logic Unit, CAEN S.p.A., 55049 Viareg-
gio (LU), Italy.

[10] Mod. N417 8-Channel Low Threshold Discriminator,
CAEN S.p.A., 55049 Viareggio (LU), Italy.

[11] Model 2249A 12-channel ADC, LeCroy Corporation, Re-
search Systems Division, Chestnut Ridge, NY 10977-6499,
U.S.A., 1992.

[12] Wiener CC-USB Crate Controller, Wiener Power Electron-
ics GmbH, Burscheid, Germany.

[13] B. Adeva et al., Nucl. Instr. Meth. Phys. Res. A 289 (1990),
pp. 35-102.

[14] CMS Collaboration, JINST 3 S08004 (2008).

[15] C.M. Lederer, J.M. Hollander and I. Perlman, Table of Iso-
topes, p. 162, John Wiley & Sons 1967.

[16] Hanno Krieger, Grundlagen der Strahlungsphysik und des
Strahlenschutzes, pp. 331-365, Springer 2017.

[17] Nationale Alarmzentrale, Measured values of the NADAM
station in Genève-Cointrin [online], 5th of September 2019,
https://www.naz.ch/en/aktuell/zeitverlauf_GVE.shtml

— 17 —

https://www.naz.ch/en/aktuell/zeitverlauf_GVE.shtml

	Introduction
	Set-up and methods
	Measuring set-up
	Optimisation
	Reproducibility

	Results
	Energy spectrum
	Wrapped light output
	Energy resolution for wrapped BGO
	Interpretation

	Data analysis
	Conclusion
	Appendix
	Radioactive source
	Radiation protection
	Photomultiplier tube
	Estimation of Compton background

	Code for fitting

